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Abstract

The aim of this report is to contribute to a discussion on how to strengthen the evaluation practice of Norwegian aid. Norwegian aid authorities, in recent policy documents, emphasise the need for improved methods for assessing impacts of development aid. The issue is also one of setting sound and realistic objectives for aid. The report (1) reviews recent Norwegian aid evaluations with an explicit mandate to study impact, and assesses how the evaluators establish causal effects in their analyses, and (2) provides recommendations for how to improve the quality of aid impact evaluations.

The seven evaluation reports presented exemplifies great diversity in methodological approaches used – from econometric analysis based on survey data to qualitative assessments by the evaluators based on project documents. The analytical challenges encountered are threefold. One, that the commissioning agency asks for evidence of impact where this is not possible to identify, largely because the role of aid appears to be extremely marginal relative to the processes of societal change for which it is targeted. Second, the distinction between impacts of the aid element versus the totality of a development intervention is often blurred. Third, the methodological approaches used are either poorly developed or applied superficially because of resource constraints.

The main recommendations are: First, the Terms of References need to be internally consistent – i.e. reflecting a realistic scientific approach in terms of hypotheses of impact, the intended methodological approach, budget and time. Second, it is necessary to improve the analytical and empirical basis for conclusions on impacts. The use of data in the analysis was often ad hoc, or lacking. Most of the studies did not develop any logical chain on how an aid or development intervention would be expected to impact on the participants and non-participants. Third, the design of the evaluation should take into account unintended effects both for beneficiaries and for non-beneficiaries and former beneficiaries. Fourth, timing of the evaluation is critical, and should be based on carefully developed hypotheses about when one can expect specific impacts to emerge. Finally, the report emphasises that impact evaluation requires specific knowledge about evaluation methodologies in addition to advanced analytical skills. This must be taken into account when commissioning impact evaluations.
1. Introduction: A Call for Improved Analysis

Norad announced in 2006, as part of its new strategy, that it had decided to prepare an annual report on the results of Norwegian development aid. The strategy argues that “aid yields results, but we know too little about how it works and the magnitude of the impacts”. The first report on the results of Norwegian aid was published on 26 November 2007 and indeed it confirms the lack of knowledge of the precise impact of Norwegian aid. The report basically argues that one cannot talk of Norwegian results as such, if we refer to overall economic and political changes in a recipient country. Nevertheless, the report brings to the reader’s attention a number of examples of positive results from Norway’s engagement in more focused areas, such as national fisheries management in Namibia and hydropower development in Nepal.

The report amply illustrates the challenge facing results reporting on aid, despite the fact that there has been a range of evaluations of different aid projects and programmes during the last 20-30 years. The problem is twofold. It stems from the inherently difficult empirical task of linking cause and effect in studies of human society, which is made no easier with the growing ambitions set out for aid, and the corresponding demands for evidence of impact which we have witnessed in recent years. The discrepancy between the aims of foreign aid and its relative role in important outcomes has been increasing, particularly since the initiation of the Millennium Development Goals (MDGs). Many politicians, and some scholars, take the starting point that aid is to be the major instrument for achieving the MDGs. Similarly, the aid-based efforts to promote political development and peace and reconciliation have illustrated the gap between the realistic impacts of aid and what donors attempt to achieve.

Earlier, donors could be satisfied if a project they supported met its output targets, often measured by the physical actions undertaken in the project. Contemporary demands, however, require that donors specify the impacts of aid on the well-being of the recipient people or on political and economic processes in the recipients’ society. Undoubtedly, this perspective is necessary for justifying aid strategies, but most aid evaluations tend to deal with such connections under the rubric of ‘relevance’ only, i.e. to make assumptions about impact rather than empirically verify impact. Moreover, the task of measuring the impacts of Norwegian aid is made even more challenging by the current trend towards redirecting aid from financing projects into new aid modalities such as sector and budget support – a point that is underlined in the Norad strategy.

The Norad strategy’s emphasis on the need for the development of improved methods for results reporting and impact assessment is thus not only important to aid effectiveness in itself, but also for developing realistic and sound aid objectives and for giving an accurate basis for the political justification of aid. Thus, the aim of this report is to contribute to a discussion on how to strengthen the evaluation practice of Norwegian aid with these issues in mind. We shall:

- assess recent Norwegian aid evaluations with a mandate to assess impact, and see how the evaluators establish causal effects in their analyses, and
- use this assessment to provide practical recommendations for the evaluation of aid interventions.

The report is structured as follows: In section 2, specific challenges of impact evaluation are elaborated. Section 3 contains a description of the methodology used in this report and an overview of the evaluation studies that are scrutinised. This forms the basis for the analysis of the selected impact studies in section 4. The assessment, together with the main lessons from the literature on impact evaluations, serves as an input into recommendations for improving the evaluation practice of Norwegian aid in section 5.

1 The strategy focuses particularly on challenges to reporting on the results of Norwegian aid to sectoral programmes and budget support.
2. What are the Main Challenges of Aid Impact Evaluation?

The terminology of concepts used in aid evaluation is in itself a subject of discourse. In this report we use the following OECD/DAC definitions of terms used in aid effectiveness analysis:

- **inputs** are the financial, human and material resources used for the development intervention,
- **outputs** are the products, capital goods and services which result from a development intervention; and may also include changes resulting from the intervention which are relevant to the achievement of outcomes,
- **outcomes** are the likely or achieved short-term and medium-term effects of an intervention’s outputs, and
- **impacts** are the positive and negative, primary and secondary long-term effects produced by a development intervention, directly or indirectly, intended or unintended.

It is evident that the distinction between outcome and impact may be blurred in practice. This is best resolved by applying a precise definition of the two concepts in the concrete evaluation and what they imply for the case under study. The term ‘results’ is generally used quite broadly and may refer to outputs and outcomes as well as impacts.

The relationships between these concepts, including some practical examples, are illustrated in Figure 1. It is important to note that the chains of events resulting from the inputs are in most cases not the same as those most easily observed by the evaluator. Many events and processes not related to projects usually intermingle with the process from input to impact as illustrated in Figure 1.

It is thus one of the evaluator’s main tasks to disentangle the effects of the programme inputs from all other events and processes occurring simultaneously. In so doing, it is useful to distinguish between three types of challenge:
- how to isolate the aid component;
- how to establish causality in planned interventions; and
- how to tailor the analysis to practical constraints.
2.1 How can the aid component be isolated?
Aid is rarely the only source of financing for a public or private development intervention and most often it is not even the largest source. But the aid element is not only an issue of finance, since the donor agency in most cases takes an active organisational role in influencing the process of planning and implementing the interventions to which it is contributing. Furthermore, aid comes in different forms, the main one being budgetary contributions, but aid in the form of personnel (i.e. transfer of knowledge) and in kind also plays an important role.

Aid evaluations frequently blur the distinction between the role and impact of the aid component versus the programmes being supported. How is it possible to differentiate analytically between the impacts of a micro-credit programme and the aid provided to the implementing organisation? The objectives of the former, and hence appropriate results indicators, relate to improvements in household-level incomes, while the objectives underpinning the aid involvement might be of a different kind. While it obviously matters to the donor whether the programme achieves its ultimate impact objectives, the aid component as an add-on may have its particular justifications, such as expansion of operations, experimenting with new approaches, skills development etc.

Hence, the impacts of the aid component are not synonymous with programme impacts. Obviously, it is difficult to discern the aid influence factors in an ex-post assessment of a particular programme or intervention. How much and in what way can aid be partly credited for the final outputs and impacts? The same can be said for failures or non-achievement of objectives. It is important, nevertheless, that the terms of reference (analytical design) of aid evaluations address this distinction by formulating hypotheses about possible effects of the aid relationship on the process of implementation and the institutional actors involved. For instance, the aid component is often thought of as a catalytic factor or a capacity boosting factor. Did such factors make a difference for the longer-term programme impacts?

2.2 How can causality in planned interventions be established?
What are the most frequent methodological pitfalls when establishing causal effects between (1) input and output indicators of programmes – understood as planned public or private interventions – targeting certain beneficiaries, whether individuals, households, villages or larger geographical areas, and (2) indicators of social, economic and institutional change
(outcome and impact)? Logically speaking, the ultimate evidence of impact is the counterfactual, i.e. evidence of what the situation would have been or is without the specific intervention under study. It is of course inherently difficult to assess a programme’s performance against an explicitly defined counterfactual. It is not possible for people simultaneously to benefit and not benefit from a programme. Moreover, the counterfactual is usually quite difficult to establish because programmes seldom address beneficiaries in a random manner. However, the literature on what is labelled ‘programme evaluation’ contains a range of solutions to these problems, and in the following we shall present the main methodological issues raised in this literature that are of relevance to most evaluations of aid interventions (see for example Ravallion 2001).

There is a wide range of methodologies for assessing the effects of other types of intervention (aid-funded or not) where the application of statistical/econometric methods is impossible, typically where particular beneficiaries are not identified. In such cases impact analysis will rely on other types of data that make it possible to study change over time, based on the analysis of historical processes, institutional change, life stories and informants’ perceptions. Essential to all types of impact evaluation, however, is that conclusions are based on a systematic and objective analysis of empirical information.

One approach, which is often found in current evaluations, is to compile output figures and impact indicators for programme participants only, undertake interviews with participants and stakeholders and summarise secondary data, and then apply theory and prior knowledge to discuss causality and likely programme effects. Although important insights can be generated, this evaluation design does not qualify as a sound impact evaluation design as it cannot be considered as producing rigorous quantitative estimates of project impact (World Bank 2006). In practice, it may be challenging to construct a proper counterfactual, or even impossible. However, it is important for the evaluator to think through what would be a good counterfactual since this by itself will give important inputs to the evaluation and prevent erroneous conclusions from being drawn.

2.2.1 Designed as an experiment
The ideal setting for an evaluation is that it is included in the project design from the outset. One approach for designing high-quality evaluations of new aid programmes is to sequence their implementation randomly between different areas or based on some observable characteristics of the participants/beneficiaries. Then, one would measure impact indicators (e.g. income, assets or health status) before the programme starts both for randomly selected participants and for randomly selected people in the areas where the programme is not implemented in the first phase.

Measuring the impact indicators for the same people after the programme has ended and comparing the change over time for the participants with the changes for the non-participants would most likely yield the true effect of the programme if no other major events or processes affect one or the other group. An example of such an event could be a natural disaster occurring only in one of the areas during the programme period, i.e. only participants or non-participants would have been affected. An example of a process having a similar asymmetrical effect is where the proportion of migrants from the programme area is considerably higher than from the comparison area, or vice versa. However, if no such events or processes affect the indicator of interest, then there is sound analytical evidence of programme impact which can be used for further extension of the programme.

2.2.2 Use of comparison
Although most aid programmes are not suited for randomised delivery of services, this need not impose large problems on the application of programme evaluation techniques. In the case where the programme is targeted at participants based on their characteristics, for example towards the poor, one can find the approximate programme effect by comparing participants with non-participants that share characteristics that may influence the impact of the programme. Take an income-generating scheme, for example. If those who are chosen for participation are those with little education and the level of education may influence how

3 For a recent overview of the main issues in the programme evaluation literature, see Ravallion (2006) in the Handbook of Development Economics.
much income they will be able to generate through the programme, then the comparison group must have the same composition of people when it comes to education to get a good estimate for the difference between participants and non-participants. This approach can be useful if the aid programme is targeted towards a particular area or group.

One may also make use of programme evaluation techniques to produce rapid assessments where the evaluator compares the programme area with similar areas, and assesses differences over time. The challenge is to find areas that are similar to the programme area (economic level, central location or remoteness, infrastructure, economic activities, institutions, service provision etc.). Although shallower than more comparison groups, such approaches will usually yield useful information on the impacts of aid programmes.

If it is difficult to find a good comparison group that matches the target group, then one may consider econometric programme evaluation techniques where one first identifies factors that affect the likelihood of being in the target group, and then use the results from the first estimation to correct any bias due to non-random selection of the target group in a second stage where the programme effect is estimated. While simple matching of comparison groups does not require many resources, more advanced matching techniques and two-stage estimations require quality data and much research effort, which may be too costly for many evaluation studies.

2.2.3 Use of baselines and secondary data

Although the programme evaluation techniques discussed above ideally compare pre- and post-intervention situations, it is important to acknowledge that the evaluator can come a long way even if only post-intervention data is available. Hence, the absence of baseline data, which is usually the case for aid projects, need not impede the use of programme evaluation. Again, the important issues are that the data need to reflect the characteristics that are used to assign the programme to beneficiaries, and that we believe unobserved characteristics do not play an important role in programme participation and individual outcomes. Hence, the more that is known about the project context and participant selection process, the more confidence can be attributed to the results, as one will be better able to construct a good comparison group, and thus identify the true programme effect. As data collection often amounts to half the cost of the evaluation (Baker 2000), this approach of relying solely on post-intervention data reduces costs substantially from comparing data collected before and after, which often entails tracking people who moved during the period. For an overview of different low-cost designs of impact evaluations and a case study example, see World Bank (2006). The important point is that economical designs can reduce the cost of data collection by up to 50%.

The use of secondary data can be a costless and rapid approach to evaluating impacts, but should always be triangulated, i.e. by comparing the results from such estimations with results from other approaches such as direct observation, other secondary sources, key informants, stakeholder surveys, Participatory Rapid Assessments, photographs and newspaper articles (World Bank 2006). For an elaboration of the challenges of using secondary data in quality evaluations, see Bamberger et al. (2006), and for a checklist useful for assessing the potential weaknesses in secondary data, see World Bank (2006).

2.2.4 The problem of selection bias

Establishing the causal relationship between the output and impact indicators is a more challenging task than the simple approach of reporting the degree of co-variation between them. One major challenge for assessing the impacts of a programme occurs when the programme area is chosen based on characteristics of the population or area that in themselves would affect the success indicators chosen for the programme independently of its interventions:

Is the selection of participants determined by characteristics that also influence the impacts of the programme?

This selection problem is often encountered in standard consultancy approaches towards assessing the impact of micro-credit programmes, when the approach is to count the number of entrepreneurs that started a business after they got a micro-loan. However, if participation
in the micro-credit scheme is open to all, then many of the people who get finance are most likely clever entrepreneurs who would probably have started a business anyway. If this is the case, then the effect of the credit programme would be greatly exaggerated if measured by the success of the participants. An estimate of the actual programme effect could have been obtained by comparing two similar communities, one where the micro-credit scheme was implemented, and one without such a programme. Then one could compare the number of entrepreneurs starting business in the two communities, and the difference between the increases in entrepreneurs could be ascribed to the micro-credit programme. Hence, if some entrepreneurs would anyway start businesses even without the micro-credit programme, then the true impact of this programme will be lower than would be reported by the consultancy approach. It is evident that very few of the many evaluations of micro-credit programmes take such selection problems into account (see Hatlebakk 2007 for an overview of studies of micro-credit that do account for this problem).

Another example of selection bias can be found in electrification programmes. When building new extensions of the electricity grid, even in rural areas, it is often the aim that new customers are to contribute significantly to the economic viability of the project through connection fees and user rates. Hence, new lines will often be built first to the growth centres and more advantaged areas since this is where the probability of cost recovery is the highest. If we want to assess the impact of electrification on the incomes of the people who are connected, the common approach would be to measure incomes before and after they were connected. This is likely, however, not to give us a true picture of the effects generated by the programme.

Firstly, a growing economy yields income growth for many people irrespective of electricity. Hence, building lines to growing areas gives a correlation between growth and connections, but there need not be any causal relationship from electricity supply to economic growth. Secondly, it is only the richest segment that can afford to connect to the grid, and rich people usually have more resources for income generation than the poor. If this results in higher income growth for the rich, we also get a correlation between growth and electricity where there need not be any impact of electricity on incomes. Moreover, a household with high income growth may be more prone to take on the expenses of connecting to the grid in the expectation of higher income levels in the future. Vice versa, a stagnant or declining household economy would make the household more reluctant to invest in electricity in the expectation that incomes might fall below the level where consumption of such a luxury good can be maintained. Both patterns could give a relationship where income growth and electrification are strongly correlated, but where there are no impacts of electrification on household incomes.

In these situations the evaluator must try to establish the counterfactual: what would be the impact if the programme had not been implemented. Constructing a counterfactual for such programmes may not be too time-consuming or difficult since it is rather obvious that key characteristics determining the selection of beneficiaries of the programmes (entrepreneurship in the case of micro-finance and initial economic strength in the case of electrification) impact on the result of the programmes. Then the evaluator must compare the results of the participants with the same indicators for similar groups that did not have the opportunity to participate. Thus, as long as the characteristics that determine the selection of the participants in a programme is known and taken into account in the analysis, the evaluator will get a correct indication of the impact of the programme.

Another selection problem occurs when programme participants can choose whether or not to participate in the programme:

**Are there any opportunities for the participants to select themselves into, or out of, the programme?**

In cases where participants can determine whether they participate or not, one may expect that those who choose to participate are also those who will benefit more. Vice versa, those who see no benefit from their own participation will not participate. Hence, comparing impacts for participants with non-participants may exaggerate the impacts of the programme. The point is evident from the above example in that those with more entrepreneurial skills are likely to choose to participate in an income-generating programme, while those that do not possess
such skills are not. Hence, the non-participants do not constitute a comparison group that can act as a counterfactual for the entrepreneurs in the programme. The latter group would probably have quite different incomes in the absence of the programme than those with less entrepreneurial skill. Hence, the evaluator needs to find out how this self-selection bias affects the impacts for participants as well as non-participants. In the micro-credit example above the challenge would be to find a comparison group with the same entrepreneurial skills as the programme participants.

There is plenty of research that finds large biases in estimates of impacts from evaluation studies that do not take into account selection problems. Three examples illustrate the point. First, what is the effect of rural roads on poverty reduction? van de Walle (2002) demonstrates that comparing the incomes of villages that have a rural road with those that do not gives the result that building a rural road will generate large increases in incomes. However, van de Walle shows that if the analysis takes into account the fact that the level of economic activity mattered in selecting which villages got a road, it will show that the real effects on incomes from building the roads are much smaller.

The second example is evaluating training programmes for the unemployed where participants choose whether to join the programme. It is likely that those who are most committed and/or able to get out of unemployment will join the programme. Hence, comparing the rates of unemployment for former programme participants with non-participants will indicate that the effect of the programme is larger than is actually the case since many of those on the training programme would probably get a job irrespective of the training.

A third example is the evaluation of the impacts of flip charts on academic performance in Kenyan schools. The study found that parent-teacher associations became more active in schools that received flip charts, and that parents were more eager to get their children to study harder (World Bank 2006). Hence, the improvements in academic performance by schools that received flip charts may have been caused by the extra engagement from parents and teachers and not from having the flip chart.

The general point for impact evaluation is that some participants may be encouraged by being selected for the programme and may perform better, and some may be discouraged by not being included and may perform worse.

2.2.5 Spill-over effects
Some aid programmes carry with them spillover effects on people that were not among the intended beneficiaries. Hence, the evaluator should be aware of possible hidden impacts when attempting to create a comparison group.

Are the effects on non-participants included in the evaluation of the project?
Successful income-generating programmes may serve as an illustrative example. If a group of people included in such a programme starts to earn much money from the project, then their spending of this money will also have an effect on other people that share the same markets. It is possible to envisage a scenario where the extra incomes of people in a programme increase the income of people in the comparison group. The true effect will hence be higher than the measured effect, which in this case is the difference in incomes between participants and non-participants.

Does the programme affect the market?
More complicated spill-over effects can be found once the programme impacts on the market. Programmes that guarantee a minimum wage for participants illustrate the point. With the presence of such programmes, few will be prepared to accept other work for wages below this minimum wage. Hence, the evaluator would most probably observe a concentration of wage rates at the minimum wage, both for participants and non-participants. Comparing the programme group with a comparison group of non-participants would then indicate that the programme did not have any effect since the wages for both groups are the same. In reality, however, there are large impacts for both participants and non-participants since many of those who previously received wages below the threshold are now paid the minimum wage.
Hence, not taking into account the functioning of the market may distort the analysis of a programme’s impacts.

### 2.2.6 Fungibility

If a donor decides to finance a road that the government would have built anyway, then the true effect of the aid is likely to be that some other projects are financed from the extra funds available to the government. This is called fungibility in the literature. In such cases the effect of the aid would be found from measuring the impacts of these other projects funded by the government. The evaluator needs to ask:

**How does the financing decision of the donor relate to the government’s own priorities?**

**Would the selected intervention have been financed by the government independently of the aid?**

A concrete example highlights the point. If there are ten roads with the same cost ranked on a priority list – e.g. according to their benefits to society – and the donor steps in to fund the first road on the list and the government funds the next five roads, then the impact assessment of the aid should calculate the benefits from the sixth project. The counterfactual situation with no aid would be that the government funded the five roads highest on the list. A study by van de Walle and Cratty (2005) analyses this issue, but dealing with fungibility in aid evaluations is difficult since there is often no official ranking of proposed projects and donors’ real preferences may not be known to the evaluator. However, it is important for the credibility of the evaluation that the issue is assessed.

### 2.3 How can the analysis be tailored to practical constraints?

A challenge for aid impact evaluations is to balance scientific requirements for impact assessments with practical matters such as limitations of data, time and funding. Building on the literature in the field of programme evaluation and the review of a sample of evaluations (below), an aim of this study is to address some of the trade-offs between practical limitations and scientific requirements both in short-term consultancies, affording two weeks for touring a project area and writing an assessment, and more comprehensive evaluations where the design of the project has incorporated an impact evaluation component with detailed data collection before and after a project that also includes treatment and comparison groups.

The resources used for evaluating projects are often weighed according to the resources used for the particular aid project under scrutiny. Hence, small projects are often neglected when it comes to evaluating impacts, while medium and large projects are subjected to rapid assessments if they are evaluated. In some cases, however, it may be more useful to undertake thorough analysis of a few small and medium or large interventions respectively to see what similar projects can learn from those under study, than to perform shallow, quick assessments of many projects in each category.

It is important for the evaluator to acquire information about the details of the administrative and institutional aspects of the programme, typically available from the programme administration. Such data are key to the design of the survey for constructing the counterfactual and assessing the impacts of the programme. Moreover, the knowledge of the programme context and design can be important for the evaluator in handling any problems arising from unobservable characteristics of the participants that are likely to influence the impacts of the programme.

Evidently, the data requirements for a thorough impact evaluation can be very demanding, and there is a temptation to rely on less formal, unstructured interviews with participants. It has proven to be very difficult to use this approach to assess the counterfactual. Most respondents will have great difficulty in assessing the counterfactual for their own situation. Asking questions like “what would you be doing if the programme had not been initiated”, and “how would that situation compare with the contemporary situation” will in most cases not be useful as anything more than a complement to quantitative survey data, and seldom be a credible impact evaluation on its own.

The inaccurate measurements of many living standard indicators also impose a limitation. Income figures are renowned for their notorious inaccuracies, especially when it comes to
underreporting actual earnings and to difficulties in measuring the incomes of poor rural households with their own large production. Take the poor farmer who is asked about his/her income. How is s/he supposed to know that the seeds bought for planting should be deducted from the farm revenues when computing income, while the seeds bought in the same purchase for own consumption should be reckoned as household expenditure? Consumption figures are found to be more reliable indicators of well-being than income figures, but collecting information on these indicators is time-consuming. Moreover, a selective non-response problem often also occurs when richer households are not interested in revealing their incomes and thus refuse to participate in the survey. There is much literature on measurement errors in income and consumption surveys and how to deal with them. Deaton (1997) gives a good introduction to the issue.

Finally, a note to evaluators using different data sources for comparing programme and comparison groups is warranted. Several research findings indicate that differences in the design of survey instruments can cause severe bias in such estimates (see Ravallion 2006 and the references therein for more information).
3. The Methodology of this Review

We have reviewed a limited sample of evaluations of Norwegian aid commissioned either by the Ministry of Foreign Affairs or Norad or in two cases by Norwegian People’s Aid. The selection is influenced by two main factors. Firstly, we were looking for evaluations that explicitly addressed the question of impact. Hence, studies of whether or not operational procedures have been followed in specific projects, or whether the actual performance of a project has proceeded according to plan, have not been included in this study. The same goes for different types of reviews and descriptions of aid efforts. This factor, looking at evaluations commissioned since 1996, in fact drastically reduced the potential sample; the majority did not address impact, since the focus was on outputs and effectiveness of funding (aid modalities and channels) and output targets. Secondly, we looked for evaluations that served as illustrations of different and commonly encountered methodological challenges.

The purpose of this review is to assess how evaluators have solved the methodological challenges of establishing or refuting any causal relations between an intervention and stated impacts, i.e. the impacts that are referred to in the ToR of the evaluation. It is worth noting that the DAC Evaluation Quality Standards, for instance, are completely silent on the issue of methodology and on how to handle difficult trade-offs. Our main approach in this review has been to look at the literature on programme evaluations (see Section 2) and assess to what extent applying this methodological framework would have improved the impact evaluations of the selected reports. We have also assessed the evaluations more generally to see to what extent conclusions on impact are based on a systematic and objective analysis of empirical information.

A number of basic conditions influence choice of methodology in an impact evaluation. This challenge differs according to the length of the perceived chain of causality between intervention and societal effect (outcome/impact). When effect is defined in terms of indicators that represent very complex processes (e.g. personal income or national GDP) the likelihood is great that no robust conclusions can be drawn. Where effect is defined at an intermediate, shorter-term level (outcome), the identification of causality becomes somewhat easier. The exact location of a study on this continuum of effects from the immediate to the long-term, and from near to higher-level impacts, has implications for the analytical design. We have assessed how this issue is treated both in the terms of reference and by the evaluators.

Borrowing terminology from natural science, the most basic challenge relates to the “without” question – to establish a counterfactual. We also ask to what extent the type of intervention studied renders itself to testing for or even speculating on the counterfactual. To what extent has the design of the intervention itself been influenced by evaluation requirements? Would it have been possible to carry out randomised studies among beneficiaries and non-beneficiaries?

As stated above, it is critical to distinguish between the effects of aid and the effects of a particular intervention (project/programme, policy etc.). Aid is rarely the only financial source – even more so aid from a particular donor – and rarely the only trigger of an intervention. Aid is also not only money, but comes with additional attributes such as transfer of knowledge/technical assistance and also forms of conditionality. Have the evaluators studied the aid influence on a particular intervention/programme or the impacts of intervention as such? It is quite possible that aid can have negative effects on a programme achieving positive results, or vice versa. We have in particular studied the methodology and conclusion sections of the evaluations.

---

4 http://www.oecd.org/dataoecd/34/21/38686856.pdf
5 The situation or condition which hypothetically may prevail for individuals, organisations or groups were there no development intervention.
The sample for this review contains studies undertaken by some of the most relevant institutions carrying out impact evaluations of development aid in Norway: CMI, COWI, ECON, FAFO, NIBR, Nordic Consulting Group, NUPI, UMB Noragric, Scanteam and Norconsult. From this sample seven evaluations were selected based on the following main criteria: what can we learn from impact evaluations of Norwegian aid and what are the concrete lessons to be learned with respect to methodological challenges and deficiencies? We selected the evaluations so that they would differ both in terms of the types of intervention (programmes/projects/activities) that are the focus of analysis, and in what kinds of impact (or outcome) have been anticipated in planning documents and given as justification for the support. In order to streamline the review, we have chosen not to include studies that reveal lessons similar to the seven selected evaluations. In only one study (4.1) did we find that the evaluators also looked for unintended impacts. In the table below we have organised the selected studies according to the characteristics above.

**Table 1. Categorisation of the selected studies**

<table>
<thead>
<tr>
<th>Name of study</th>
<th>Commissioned by</th>
<th>Institution responsible for evaluation</th>
<th>Type of intervention</th>
<th>Impacts identified in plans, ToR and/or study</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 Marginalised groups, credit and empowerment. Borchgrevink et al. (2005)</td>
<td>NPA</td>
<td>NUPI</td>
<td>Micro-credit</td>
<td>Empowerment</td>
</tr>
<tr>
<td>3 Evaluation of Norwegian Support to Psycho-Social Projects in Bosnia-Herzegovina and the Caucasus. Agger et al. (1999)</td>
<td>MFA</td>
<td>COWI</td>
<td>Support to groups – mainly women</td>
<td>Return to normal functions New initiatives</td>
</tr>
<tr>
<td>7 Review of Norwegian support to FIFAMANOR. Aune et al. (2005).</td>
<td>Norad</td>
<td>Noragric</td>
<td>Support to public utility company</td>
<td>Income diversification Nutrition</td>
</tr>
</tbody>
</table>
4. What can We Learn from Norwegian Impact Evaluations?

The review is conducted and reported along the following lines. First, it examines the ToR to see to what extent the commission is clear on what impacts are to be analysed. Second, it assesses whether the ToR specifies the methodology that is to be used in the evaluation and whether the concretisations of the tasks are in line with the impact evaluation aims of the commission. This is important because it may clarify what results are expected from the evaluation and the internal consistency of the ToR. Then it scrutinises the methodology used in the particular assessment. How does the methodological approach used match the analytical challenges with respect to potential impact identified in the ToR or purpose of the study? Further, we discuss to what extent the results from the evaluation are obtained through a proper implementation of the methodology and whether there is coherence between the methodology in use and the conclusions drawn. This forms the basis for an assessment of how the study could have been designed differently (i.e. improved) given the time and financial resources made available.

For the purpose of this study to spell out what we can learn from impact evaluations of Norwegian aid, we have selected studies where there are concrete lessons to be learned with respect to methodological challenges and deficiencies. Hence, some of the evaluations we reviewed have not been incorporated in the presentation below. Perhaps needless to say, there are also examples of evaluations where the aims expressed in the ToR correspond well with the methodology used and the resources made available for conducting the assessment. We have observed, however, that this is the case primarily with evaluations that do not pretend to assess impact. The review below starts with the cases representing the most elaborate methodological approach.

4.1 Evaluation of the Debit Credit and Savings Institution (DECSI) in Tigray, Ethiopia

Borchgrevink et al. (2003) analyse the impacts of an Ethiopian micro-credit scheme, DECSI, which is co-financed by Norwegian Peoples Aid. Their main objective was to assess to what degree the programme contributed to poverty reduction in terms of income, assets and reduced vulnerability, and to development efforts in terms of agricultural production, marketing of agricultural products, income diversification and the spin-off effects of the financed activities. The evaluation input was 7 weeks of work for two Norwegian consultants, 6 weeks for a local researcher and 4-5 weeks for local enumerators with a budget of approximately NOK 650 000. This study is chosen because the study team believes it shows how far one can get in impact evaluation within modest evaluation budgets when the evaluators have the right competencies. To keep focus on the issues important to impact evaluation we confine the assessment to the poverty impacts.

How does the evaluation report discuss methodology for impact assessment?

The report has a separate methodology chapter that discusses the details of collecting primary quantitative household data and the related selection process, the collection of qualitative data, the approach towards triangulating the methods and a thorough discussion of the methodological problems and challenges, including selection bias. The issue of constructing a counterfactual is explicitly discussed and applied in the design of the quantitative survey and the qualitative approach.

There were no restrictions on people entering the DECSI programme, which implies that it is necessary to control for self-selection (see Section 2.2.4 above). The authors grasp this point, and substantiate the hypothesis that the wealth level of the participants may influence the impact on those who participated, i.e. that poorer households are more likely to perform worse

---

6 The discussion of selection bias is elaborated in footnote 25, page 53 of the report.
in the productive activity financed by the loan. Hence, richer people may choose to participate in DECSI while poorer people do not. Taking this into account, the authors collected data from programme participants based on a random selection of those who had benefited from the project. These were ranked according to wealth measures and then contrasted with data from randomly chosen households that had not participated in the programme. Based on this, they selected a comparison group of non-participants based on the number of participants in each wealth-group in each district. This implies that when they interviewed 9 participants in a district where 2 were rich, 3 were medium wealthy, 2 were poor and 2 ultra-poor, then the 9 non-participants also contained 2 rich, 3 medium wealthy, 2 poor and 2 ultra-poor households.

**What conclusions are made with respect to impact?**

With respect to impacts at the household level, the following information taken from the conclusions in the report illustrates that the authors found significant improvements in the economic well-being of many of the DECSI participants, while service delivery seems to be unaffected.

**Table 2. Percentage of clients and non-clients reporting improvements over the last 5 years**

<table>
<thead>
<tr>
<th></th>
<th>Clients</th>
<th>Non-clients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improved living standard of the household</td>
<td>59%</td>
<td>33%</td>
</tr>
<tr>
<td>Improved income of the household</td>
<td>47%</td>
<td>35%</td>
</tr>
<tr>
<td>Increased asset base of the household</td>
<td>51%</td>
<td>30%</td>
</tr>
<tr>
<td>Increased quality of food consumption</td>
<td>54%</td>
<td>38%</td>
</tr>
<tr>
<td>Increased quantity of food consumption</td>
<td>49%</td>
<td>32%</td>
</tr>
<tr>
<td>Improved health of household members</td>
<td>62%</td>
<td>62%</td>
</tr>
<tr>
<td>Improved education of household’s children</td>
<td>76%</td>
<td>72%</td>
</tr>
<tr>
<td>No children dropped out of school in 5 years</td>
<td>75%</td>
<td>74%</td>
</tr>
<tr>
<td>Improved access to clean water</td>
<td>72%</td>
<td>69%</td>
</tr>
<tr>
<td>Female members’ community participation</td>
<td>60%</td>
<td>63%</td>
</tr>
</tbody>
</table>

The authors discuss weaknesses of the estimates and draw a general conclusion: “The DECSI programme has had a positive impact on the lives of the clients…. Their situation has improved in terms of income, consumption and assets. They also seem more food secure and less vulnerable to shocks. Improvements are equally distributed among clients of different wealth categories.”

**What is the analytical basis for the conclusions?**

The analytical basis for the authors’ conclusions is strong and relies on both qualitative and quantitative data analysis with the data having been collected specifically for the purpose of analysing impacts. The authors’ approach of constructing a counterfactual would give the true impact of the credit programme on poverty if no other unobserved characteristics impacted on the outcomes except wealth. If, however, the DECSI participants were better entrepreneurs than non-participants, we would not get the correct effect of the programme since these people would probably get finance for some income-generating activities even if DECSI had not been implemented.

The qualitative interviews may give some feedback on this selection question, and it is interesting to note that all the case stories selected by the authors and referred to in the report indicate that the DECSI participant is a true entrepreneur. One had started a business before entering DECSI, one started several highly profitable businesses (building houses for rental, producing and selling wine and starting a shop), and one started seasonal trading (100% profit a year). However, the fact that four out of five cases seem to be entrepreneurs may not be representative of the whole sample if the stories are included only to illustrate specific points. Borchgrevink et al. state that it is difficult to judge whether and to what extent such selection effects have influenced their results, but more use of the qualitative aspects could have shed further light on the issue (see footnote 25 in the report).

It is crucial for an impact evaluation to do a thorough investigation of the selection problem, in particular for micro-credit schemes, and the Ethiopian study reveals that this can be
difficult even when one constructs the questionnaires purposely for the impact study. In order to reveal whether there was a larger share of entrepreneurs in the group of DECSI participants as compared to the comparison group, one could have asked the respondents in both groups to provide information on previous engagements in entrepreneurial activities. Moreover, other indicators that were actually collected in the Ethiopian survey may give important information on entrepreneurial skills, or abilities in general, for example literacy, education and occupation. These data are not used for such purposes in the report.

The report would also have benefited from a section with descriptive statistics so that the reader could ascertain whether the DECSI and comparison groups were similar along other dimensions important for income growth and poverty reduction. The age of the breadwinners, for example, is often found to matter for income and income growth, and thus for poverty reduction. Young household heads tend to have lower incomes, but the growth over time can be high. Old household heads also tend to have low incomes, but declining over time, while the group in between has the highest incomes. These patterns can have an impact on assessments similar to this one since the authors investigate change in income during the last five years. However, without the data from the questionnaires it is not possible for the reader to verify whether both groups actually have the same characteristics important for income growth.

Finally, it is evident that more of the information collected in the survey could have been used to cross-check the results. For instance, if the authors were right in their assumption that only the wealth of the household matters for the outcomes, then the DECSI group should have significantly higher levels of income and consumption as compared to the comparison group. Moreover, a proper econometric analysis would probably also enable the authors to indicate the magnitudes of the impacts. This could in turn be related to the magnitudes of the inputs, giving a more informative assessment that compares the value of the input with the value of the output.

Lessons
The main lesson from this study is that Borchgrevink et al. (2003) show that it is possible within a reasonable budget frame to design and implement an impact evaluation of high quality that
- collects data from participants and non-participants and constructs a counterfactual,
- makes use of both qualitative and quantitative information, and
- provides analysis that probably separates out the true impact of the programme on beneficiaries.

However, it is also important to recognise that
- matching the programme participants and non-participants along more dimensions reduces the possibility of having unobservable characteristics that influence the assessed impact of the programme (which would skew results),
- displaying the descriptive statistics of the two groups improves transparency of the approach,
- using the full range of the collected data to assess the impacts usually improves confidence in the conclusions drawn, and
- collecting data on quantitative measures yields the opportunity to estimate the quantitative effects of the programme.

As a general point of view, we would argue that it is a better use of money to commission one such evaluation with scope to draw interesting conclusions on impacts than, say, two smaller evaluations unable to reach robust conclusions on impact.

4.2 Marginalised groups and empowerment – a study of DECSI in Ethiopia
Borchgrevink et al. (2005) analyse the impacts on marginal groups of the Ethiopian micro-credit scheme DECSI, which is the same programme discussed in the previous section. Their main objective was to assess to what degree the programme contributed to the empowerment of women and youth in the programme area of DECSI. This was not possible to infer from the previous impact analysis, Borchgrevink et al. (2003), so another round of data collection was initiated for this project. This study is chosen because the study team believes it shows how unintended results of aid programmes can be accounted for, and to illustrate the importance of
taking into account the impacts of a programme on markets. The study was commissioned by the Association of Ethiopian Microfinance Institutions (AEMFI) and Norwegian People’s Aid (NPA), but the ToR is not attached to the study. The budget of the study was approximately NOK 1.2 million with 11 weeks for the Norwegian expert and 11 weeks for each of the three Ethiopian team members.

**How does the evaluation report discuss the methodology for impact evaluation?**
The report contains detailed information on the methodology and the study is designed in a way that allows for the construction of a counterfactual. However, the report is not as thorough as the previous study in elaborating on the methodological issues. The first phase of the data collection consisted of a quantitative household survey containing 520 households in the area of operation of DECSI. The total sample contains 39% clients of DECSI, 17% incoming clients, 28% non-clients and 17% ex-clients. The data were then processed and analysed in order to develop hypotheses for the second phase of data collection, which consisted of qualitative interviews and focus group discussions in selected localities.

First note, in contrast to the study assessed above, that the report presents the descriptive statistics for the various parameters of interest. This gives a good overview of the characteristics of the different groups and may be used for developing hypotheses about how these would impact on the outcome of the credit programme. For example, would credit have different impacts on a youth-headed household as compared to an adult-headed household? If so, one has to compare the impacts of the credit programme for youth households participating in the DECSI programme with non-participating youth households. If the area of residence also matters to the outcome, for example urban/rural, then youth clients in the urban areas must be compared with youth non-clients in urban areas, and so on.

**What conclusions are made with respect to impact?**
The report states that 64% of the clients report that their living conditions have improved during the last five years. Seen in isolation, i.e. without assessing how non-participants experienced the last five years, this could have been interpreted to be a great improvement resulting from the DECSI programme. However, the authors emphasise that 55% of the non-clients also report that their life has been improving during the last years, and that the difference between them can be taken as the impact of the programme. In other words, 9% of the DECSI participants have improved their life during the last five years due, most likely, to the impact of the DECSI programme.

The authors also find two unintended side effects of the DECSI programme – indebtedness and deterioration of living standard, and that debtors withdraw their children from school to engage them in the income-generating activity financed by the loan.

The study is designed for the purpose of also including ex-clients of the programme to assess possible negative outcomes for DECSI participants. Contrary to expectations, however, they find that none of the ex-clients report that indebtedness arising from DECSI credit was the reason for their decline in living standard during the last five years. Moreover, 14.3% of the current clients report a deterioration of living standard due to indebtedness from DECSI credit. Hence, the debtors are still in DECSI, which means that they are not excluded due to the large debt. This could imply two things. First, the debtors’ decrease in living standard is due to the low yield on the investment financed by the loan. Hence, the DECSI client may be servicing the debt with other income sources. Second, the client is on the verge of being excluded from the programme. One lesson from this work is nevertheless that a substantial share of individuals participating in a programme may experience a decrease in living standard due to their inclusion in the programme, and this must be addressed in the evaluation.

The second side-effect of the DECSI programme is a labour market response from new labour-intensive activities being financed by the credit. The evaluation finds that there is a markedly higher primary school drop-out rate for DECSI clients as compared to non-clients.

**What is the analytical basis for these conclusions?**
The analytical basis for the assessments is twofold. First, quantitative data are summarised, descriptively compared between the different groups of interest and in some instances also
The particular reason for rather high co-variance between participants and non-participants when it comes to improvements in living conditions are not discussed in the report. One source could be natural variations in agriculture, which impacts on most people in such areas. If agriculture has improved in recent years (there was a drought in 2002) many farmers will report that their situation has improved. This must then be separated from the effect of DECSI, and hence it is crucial to compare the trajectory of the DECSI clients with that of the non-clients. We find the difference between the groups to be statistically significant, so the DECSI programme probably had a positive effect. However, the main lesson is that without comparison groups the evaluator may get huge errors in making inferences about programme impact. Also, it is important to note that the samples are sufficiently large to allow for testing of statistical significance.

The report cites literature on the widely studied issue that debtors can, due to unforeseen negative shocks, be caught in debt traps, i.e. a situation where they are never able to service their debt. This would imply that the debtor is excluded from the programme, which in addition to credit often provides other important inputs for the person’s economic activity, and could result in a sharp deterioration in living conditions. Patterns of failure in programme participation leading to a worse outcome for the client than not participating are not unique to credit programmes. The authors do refer to other studies in discussing the patterns found in the DECSI areas. It remains a puzzle, however, why none of the ex-clients reported that the DECSI loan was responsible for the deterioration in their living standard while many current clients reported that it was.

The authors suggest two explanations for the finding that DECSI client households have a higher primary school drop-out rate than non-client households. The first is provided by comparing the descriptive statistics between the two groups. The number of extremely poor is higher in the client group and this could in part explain the pattern since the poor are more vulnerable to adverse shocks, which in turn oblige them to withdraw their children from school. The second involves the labour market. The purpose of the credit is to finance productive enterprise. If successful, one would expect this to increase labour demand. Using both quantitative and qualitative techniques, the authors find that a larger share of the non-clients as compared to clients had children dropping out of school due to the need for child labour. However, as the qualitative investigations reveal that extremely poor people are more inclined to take their children out of school, the authors should have compared drop-out rates between extremely poor clients and extremely poor non-clients to see if there were marked differences in responses to whether child labour was important for dropping out. Nevertheless, the approach is a good example of how triangulation may give a more thorough foundation for reaching conclusions on impacts.

Lessons
Several specific lessons emerge from this impact evaluation:
• probable unintended effects should be discussed in the ToR,
• the design of the evaluation should take into account unintended effects both for participants and for non-participants and former participants in the aid programme,
• impacts that work through the market may be important to the outcome of the programme, but can also be difficult to trace, and
• triangulation of methodologies may give a more thorough foundation for conclusions about impacts.

4.3 Evaluation of Norwegian support to psycho-social projects in Bosnia-Herzegovina and the Caucasus
This is an evaluation of projects run by Norwegian NGOs to help war-affected people heal traumas. The main target groups of these programmes have been women and children, and the
psycho-social rehabilitation work aimed at individuals as well as social relations in the
tear-torn societies. The evaluators are asked “to find out to what extent these programmes
have had an effect and whether such programmes should be supported in the future” with a
total budget of approximately NOK 1.1 million of which NOK 820,000 were to cover salary
for the consultants (1338 hours).

The ToR specifies a long list of criteria defining “qualitative impact”, several of which
concern aspects of implementation and not impacts as such. As regards impacts, the
evaluation was to investigate the extent to which the programmes have:
- “helped ignite other initiatives among the users”
- “helped the users return to normal functions”
- “helped repair relationships”
- “prevented children from being recruited into the armed forces”.

Furthermore, the ToR indicates elements of a methodology for assessing impact by stating
that:
- “the aims and objectives for each programme should be used as a baseline against which the
effect can be measured”;
- “in order to assess the effect on individual participants in the programmes, their psycho-
social state as they entered the programme should be used as a baseline (if at all available)”.

How does the evaluation report discuss methodology for impact assessment?
There is a small section on methodology that merely gives a summary record of interviewees
and secondary sources consulted. Thus, the report does not discuss how to conduct the
analysis of impacts identified in the ToR, which is surprising given the team’s composition
(four psychologists/psychiatrists and one political scientist) and the obvious need for some
form of counterfactual research design in this case. How can the effects of the programmes on
the change processes indicated above be isolated?

What conclusions are made with respect to impact?
The report has no explicit terminology with regard to concepts such as ‘result’, ‘effect’ and
‘impact’, and the presentation of findings tends to mix conclusions with respect to
management and approaches used, outputs and effects in a rather unstructured manner. In fact,
the concluding chapter contains few statements regarding impact. The report states
conclusions about the “overall positive results of the six psycho-social projects reviewed”, but
there is no reference to the specific impacts mentioned in the ToR.

There is some discussion about the selection of beneficiaries in the programmes. Who were
attracted to and able to enlist themselves in these projects? Were they among the most
traumatised? In some project surveys none of the women reported having been raped, but it is
likely that many would have been reluctant to disclose such information, being afraid of the
social stigma involved. Rape trauma was a major focus of international attention, but there
seems to be some uncertainty to what extent the projects reached out to those affected.

The project’s roles in facilitating peace processes and promoting post-conflict stability are
discussed at a theoretical level with statements such as:
- “In the projects evaluated, all of them could be said to make contributions which have the
potential to create a peaceful society…”
- “The evaluated projects could be said to contribute to social stability through creating
opportunities in safe environments for the re-establishment of social networks, building
skills such as literacy and trust among people.”

What is the analytical basis for these conclusions?
The conclusion about overall positive results is based solely on statements from project staff
and beneficiaries. Participants in the projects “emphatically endorsed the significant value” of
the attention, support and care they were offered. We have no reason to question this as an
overall impression, but a more structured and randomly sampled user survey might have
given a more nuanced picture.

With respect to impacts on individual participants, the report refers to attempts by some
projects to track changes in people’s traumatic reactions before and after inclusion in the
programmes, but is critical of the value of this methodology for evaluating psycho-social improvement. Nevertheless, the report seems to rely solely on such project data for its own general assessment.

As to wider societal impacts, the analysis is merely theoretical and reiterates the basic assumptions about impact that justified these projects in the first place. The only critical assessment deriving from this theoretical analysis is the low level of genuine beneficiary participation in the projects – they “remain passive beneficiaries rather than active participants” (p.10).

Overall, the evaluation fails to answer several of the questions in the ToR with respect to impact. There is no explanation of this failure, nor any attempt to describe the methodological approach. We find there is a weak analytical basis and flimsy presentation of data supporting the conclusions made. Surprisingly, there has been no attempt to introduce comparison groups, by interviewing non-beneficiaries or looking at similar programmes supported by other agencies. Apparently, there is no methodological approach to the selection of interviewees – either randomised or structured sampling.

Lessons
The object of evaluation in this case represents programmes delivering certain services aimed at specific target groups. Norway contributed to the financing of the programmes.

• We would have expected the evaluators to have discussed more explicitly how to assess the aid element versus broad programme effectiveness. The impacts of the aid on local institution building, for instance, are not analysed.

• This is a typical case where principles of programme evaluation, as presented in section 2, would be highly relevant.

• We find that the evaluators have not been able to get a handle on the issue of impact, and by and large shy away from concrete assessments. Furthermore, there is no attempt to assess critically the assumptions about impact made in project documents.

• The ToR are fairly clear about the need to analyse impact, but apparently the client and the consultant seem not to have had a thorough discussion of methodological implications and what could be achieved in practice, given data availability and resource constraints.

4.4 Evaluation of Norwegian support to FORUT, Sri Lanka
Baklien et al. (2004a) assess the impacts of the work of FORUT in Sri Lanka, a project carried out in parallel with an assessment of Save the Children Norway’s (SCN) work in Ethiopia (see below). A separate report gives the methodological background for the study (Baklien et al. 2004b). The total budget for the study, including the contributions to the methodology report and the local partners, is approximately NOK 1,180 000.

FORUT’s programme in Sri Lanka has implemented projects aiming to strengthen civil society, contribute to capacity building, reduce poverty and promote democratisation and good governance. The study was commissioned by Norad and the ToR specifies three broad areas selected for an impact evaluation: democracy, human rights and poverty reduction. The ToR further states that the objective of the study is to carry out an impact evaluation with respect to these three outcomes: “In order to address the impacts of the organisations’ work, it is necessary to conduct a more thorough and long-lasting study than usually undertaken in evaluations. This study will be carried out over a period over two years.” Even though the ToR is very precise as to the purposes of assessing impacts, they are ambiguous and vague in the section that specifies the concrete approach to be taken under each of the three categories of impact. This is particularly so when it comes to the impacts on poverty reduction; in addition, most of the statements also direct the assessment to focus on outputs instead of impacts.

How does the evaluation report discuss methodology for impact assessment?
Despite the clear aim of the ToR to conduct an impact analysis, and its specification of the outputs to be described, the authors define their task in a third way, i.e. not to assess outputs or impacts:

“…this is not an evaluation of FORUT and SCN as such, but rather a study, or an assessment that aims to describe the type of impact that NGOs may have in terms of achieving the
objectives set out in the Norwegian guidelines for support to NGOs, and suggest ways in which impact can be reported, the interventions that we study are “best practice” example of interventions. In other words, the interventions have been chosen because they are likely to illustrate intended impacts of FORUT’s interventions.” Baklien et al. (2004b) p. 15.

The authors’ aims of “describing the type of impact that NGOs may have” and “illustrat[ing] intended impacts” may be interpreted as corresponding to a paragraph in the methods section of the ToR: “The study will use a case study approach and select illustrative activities of the Norwegian organisations and partner organisations.” However, selecting interventions that illustrate the impacts (as the authors do), and not the activities (as the ToR specifies), is not informative for the overall purpose of the study. Moreover, we have not found any information on why the aim was altered in this manner, and why this was accepted by Norad.

What conclusions are made with respect to impact?
Note first that, as for the DECSI study above, we confine our assessment of the study to the impacts on poverty. The poverty component in FORUT’s programme comprises three elements: savings and credit programmes, agricultural loans and provision of services (health, education and infrastructure). In the initial phase of the authors’ assessment, four workshops were carried out – one with partner organisations, one with FORUT staff, one with beneficiaries and one with government officials/political authorities. One aim of these workshops was to discuss possible impacts of FORUT’s work.

The workshop participants reported that a range of improvements in socio-economic status had taken place. The study further asserts that FORUT’s savings and credit programme are “more of a coping strategy to alleviate symptoms of poverty than a development strategy to eradicate the root causes of poverty. The main reason is that loans … are relatively small, averaging Rs. 5000.” However, the average loan is, according to the report, sufficient to buy half a cow, which in turn indicates that a poor household could buy many productive assets for this amount. The study also states that the investments are in activities with marginal economic returns.

Other conclusions, which the authors claim serve the purpose of illustrating the intended impacts, are confined to insignificant general statements, for example: “Agricultural loans schemes have helped farmers to increase incomes, ensure food security and enhance the stability of household incomes”; and “financial support to CBOs for constructing drinking water wells and toilets has improved the water and sanitation conditions in the villages.”

What is the analytical basis for the conclusions?
Carrying out broad workshops with the focus on discussing possible impacts of the programme under scrutiny is a sound starting point for an impact analysis. However, much of the empirical background used for the conclusions seems to be taken from the workshops. Taking into account that FORUT had an annual budget of NOK 24.6 million in 2003 and that the interventions were chosen because they were likely to illustrate the intended effect of FORUT’s work, it is perhaps not a surprise that some workshop participants reported socio-economic improvements. However, the question of interest is how many of the FORUT clients actually did benefit from the programmes, how much did they benefit and at what cost. No information on these basic questions is provided in what was labelled by Norad a long-term impact evaluation. The outputs from the programmes are listed in Appendix 1 in the report (Baklien et al. 2004a) and in Appendix 5 in the methodology report (Baklien et al. 2004b), but no use of this information can be traced in the main report when it comes to impacts on poverty.

The assessment of the poverty-reducing impacts of FORUT’s work does not point to any sources when it draws its conclusions. Despite the firm conclusions on the impacts of loans on economic returns, food security and income, no overview of the profits of the different investments is given, no consumption or nutrition figures are discussed, no information on income-smoothing strategies in use by FORUT clients is presented, and discussion of the chain from FORUT’s inputs to increased incomes is absent. Moreover, not even the outputs from the programme are assessed.

Similar grave shortcomings are found in the brief discussion of whether the credit programme actually benefits the poor. It is a rather easy task to gather information to get an indication of
how the programme excludes or includes the poor. However, no such efforts are undertaken by the authors despite the explicit aim of the ToR to investigate such patterns.

Lessons

• The main lesson is that the vagueness of the ToR yields the opportunity for the evaluators to define the assessment into something that does not correspond to the aims of the ToR. This issue is further exemplified in the next section.

• Moreover, when it comes to the impact assessment component in the study, it is our opinion that the authors of the FORUT study did not have the competence for carrying out this part of the assignment. This judgement is based upon the lack of analytical basis for the conclusions that were drawn on impacts of the poverty component of FORUT’s programme.

4.5 Evaluation of Save the Children Norway (SCN) in Ethiopia

The Save the Children Norway (SCN) programme under evaluation is the Ethiopia programme for the period 2002-2005, of which 64 % of the resources went to education, 16 % to child rights, 11 % to HIV/AIDS prevention, 5 % to poverty reduction and 3 % to disabled children. The budget for 2003 amounted to USD 3.5 million, of which 85 % went to project support and 15 % to SCN administrative costs. A quarter of the funds of the operational budget were targeted towards emergency relief interventions.

The study of the impact of SCN (Helland 2004) was commissioned jointly with the FORUT study assessed above and shared the same ToR. Hence, it was specified as an impact evaluation to be carried out focusing on democracy, human rights and poverty reduction. Recall also that the ToR then proceeded to list outputs as the issues that the evaluation was to focus on. These were whether partner organisations included the poor as members, board members, beneficiaries or employees in the projects, how partner organisations linked up with other local institutions, and whether SCN helped poor people to access resources. The only mention in the ToR of any indicator that comes close to serving as an indicator of well-being was whether the projects enabled the poor to “access the necessary resources”. As indicated in the previous section, the vagueness in the ToR may explain the different interpretations of what was to be analysed, and in this evaluation it is not clear what “necessary resources” really means in this setting. Finally, the ToR specifies that in Ethiopia the focus was to be on the situation among the poorest children in both rural and urban contexts.

The methodology section of the ToR specifies that the study is intended to be a learning process for SCN and partner organisations, that the study’s major focus is on groups, organisations and institutions, but also on indicating impacts on individuals. However, no methodology is specified other than the statement that the study should use a case study approach, which in itself is not very informative. The section describes what is to be assessed through the approach, but nothing about how this assessment is to be conducted. The evaluation of SCN, including the contribution to the methodology report (Baklien et al. (2004b), had a budget of NOK 1,020 000.

How does the evaluation report discuss methodology for impact evaluation?

Helland (2004) underlines in the beginning of the methodology section of the evaluation that the report is not intended to be an impact evaluation, but rather to present a brief account of the activities of SCN during 2002-2005 in Ethiopia. Nevertheless, the main approach of the author is to place the intentions behind the SCN’s efforts, and the activities that derive from them, into the Ethiopian context and to “trace outcomes of project implementation in terms of benefits for the intended target groups.” This is, however, carried out in such a general way and seemingly without primary data collection that it is more precise to describe the review using the first formulation, i.e. as an account of the SCN’s activities.

What conclusions are made with respect to impact?

Turning to chapter 8 in the report, “Impact on democratization, human rights and poverty reduction”, we are not offered any tracing of “outcomes of project implementation in terms of benefits for the intended target groups.” A very brief comment on the success of the educational efforts is provided, but is not documented empirically in any way.8 A brief
comment on poverty reduction is also included, but instead of discussing expected impacts on poverty by the SCN’s efforts targeted towards poor households (5% of the SCN budget – USD 175 000 for 2003), the author chooses instead to contrast SCN’s efforts with Ethiopia’s poverty challenge at the national level. This deviates again from the author’s specified approach of tracking impacts to the intended target groups, and the purpose of relating a minor poverty-reducing effort to national poverty levels in a country with 65 million people seems unclear. One could argue that the ToR invited the evaluator to include possible national impacts, but this implies that the inputs studied are of a magnitude that might possibly have national implications.

What is the analytical basis for the conclusions?
While the account of SCN activities is rich in historical detail and thorough in the description of the projects and the context they are embedded in, the analysis is usually confined to short, general descriptions of the outputs and efforts. No substantial empirically based analysis of impacts on beneficiaries is carried out, and no data are used for the assessments made. Hence, the report corresponds to the author’s statement that it is a brief account of recent SCN activities.

Lessons
It is our the opinion that the conflicting statements in the ToR when it comes to whether the commission was an impact evaluation or an account of NGO activities, and the vagueness in stating the methodology, led to the approach of the consultant. The lack of focus on concrete impacts of the SCN’s activities is nevertheless also in part a conscious choice from the consultant’s side, and we pose the question whether this was tacitly approved by the commissioning body or whether it was a deliberate change that occurred during the evolution of the consultancy work. Hence, the specific lessons are to
• avoid conflicting statements at the different levels of the ToR (overall aim, specific issues and methodology), and to
• ensure that the methodology section concretely specifies methodologies (i.e. qualitative versus quantitative approaches, what type of quantitative and qualitative methodology is acceptable, primary or secondary data, descriptive versus analytic, reliance on literature in the assessment etc.).

4.6 Evaluation of the Tanzania-Norway Development Cooperation 1994-1997
The ToR states that (our emphasis):

“The main purposes … is a systematic assessment of the results and experiences derived from the total development cooperation during the period 1994-97”

“… whether the degree to which goals were achieved, is in reasonable proportion to the use of resources”

“… the evaluation should as far as possible assess the degree to which Norwegian development assistance may have contributed to sustainable development during this period.”

The ToR makes no use of the term ‘impact’, whereas ‘results’ is frequently used, and the evaluators are asked to assess results achieved with reference both to the overarching goal of the cooperation with Tanzania – “the promotion of a sustainable economy that is not dependent on development assistance” – and to a number of subsidiary goals, such as expanding infrastructure, strengthening political reform and improving environmental management. The evaluation was to be carried out mainly on the basis of secondary data, augmented by interviews of key stakeholders and a short visit to the country. In terms of resources, the study had a total budget of approximately NOK 1.1 million where research costs accounted for NOK 0.9 million (1873 hours).

How does the evaluation report discuss methodology for impact assessment?
There is no section explicitly presenting the methodology used, but the study devotes a whole chapter to ‘results’. The report broadly distinguishes between two levels – programme level and activity level. The former refers to sectors and cross-cutting issues in Tanzania’s development, while the latter refers to Norwegian-funded projects.
What conclusions are made with respect to impact?

The impact of Norwegian aid at the programme level is discussed in rather general terms, noting that “impact is … difficult to evaluate due to a lack of a more focused outcome objective. Spreading resources along a number of different activities the way Norway’s programme has been structured necessarily means that impact assessments will always be difficult if not impossible to carry out” (p. 106). The study basically says that impacts at programme level cannot be discerned because the relative role/size of Norwegian aid is too small and too dispersed. But it also argues that sluggish development in Tanzania is evidence of a low aid impact, as illustrated by the following quote: “Norway had implicitly an extremely ambitious agenda: to contribute to economic and political transformations – that is, structural change. As has been noted in the previous chapters, a number of these change processes have moved very slowly and thus no discernible impact has taken place” (p. 104).

The two statements above seem to represent a contradiction. Is it possible both to conclude that the impacts of Norwegian aid at the programme level cannot be identified, while at the same time argue that slow development is evidence of low aid impact? The answer might be in the affirmative if the latter refers to aid generally, but requires a different analytical perspective. What is important in this context is that the ToR ought to have specified the need to assess the degree to which results were achieved, in reasonable proportion to the use of resources, and outlined methodological implications.

At the activity level the report makes an interesting attempt at getting an overview based on a systematic assessment of close to all major activities financed by Norway in the period. The evaluators, based on a review of reports, interviews and their own assessments, rated the projects according to 19 evaluation criteria, one of which was ‘impact’. - In terms of impact, 72 projects (of the 90 reviewed) were rated 0 to 3 – being equivalent to “unsatisfactory”, “poor”, “good”, “excellent”. 6 of these projects were rated “excellent” and only 1 project was rated “unsatisfactory”, while 41 had made “good” impact and 24 “poor” impact. In other words, 65% of activities were considered as at least having had “good” impact.
- In terms of overall rating, combining the different criteria, this was done for 67 of the activities, and as many as 81% received the rating “good” or better.

What is the analytical basis for these conclusions?

There is an underlying argument in the text that overall developmental trends, whether sluggish or positive, are taken as corresponding evidence of aid effectiveness. However, the study makes no attempt to explain what the links are between aid inputs and trends in macro impacts. Nor is this assumed relationship between development trends and aid corroborated by the findings on the activity level.

The methodological problems of validity and subjectivity of individual rating and in creating overall ratings are carefully discussed. Any attempt to condense complex social and economic processes into simple numeric indicators is fraught with difficulties, but the approach introduces some uniformity in the way information is interpreted and the results matrix yielded some interesting findings. Three interesting observations can be made from the findings in the study:
- Comparing programme and activity level, we find that the assessment of individual activities is far more positive than what is said about macro trends. This may well be the true picture – individual activities may well succeed in an adverse environment, but may partly be explained by a bias in the aid industry to be optimistic and that the evaluators base their assessment mostly on the self-reporting of stakeholders directly involved.
- This just serves to underscore that we cannot judge aid impact purely as a factor of changes in macro indicators. Aid interventions need their own set of evaluation criteria.
- Infrastructure projects generally score quite well. Projects with well-defined output targets are likely to be easier to manage, and since results are more tangible the assessment of impact tends to be more positive.

Lessons

This is an example of an evaluation typical of development aid cooperation. With limited resources, consultants are asked to assess the effect of Norwegian aid to a particular recipient, in this case a partner country, and there are several other cases of similar evaluations looking
at aid to particular NGOs and UN organisations. Typically, the recipient uses the assistance for a wide range of activities and it becomes a formidable challenge to assess impact. The tendency, therefore, in such evaluations is to emphasise primarily on how the aid partnership functions.

There is no attempt in this study to analyse causality. There is no attempt to assess the counterfactual, or to establish relevant comparisons. The report provides strategic advice on a broad range of issues based largely on hegemonic ideas at the time about the need for less fragmentation, more coordination and stronger recipient ownership. The report provides no insight, however, on the extent to which aid effectiveness underpins the advice provided.

Three concrete lessons can be drawn:

- Evaluations designed in this way can be useful inputs to strategic discussions, but cannot yield reliable analysis of impacts.
- This requires a more selective approach, through which certain assumptions about impact are tested by comparative methods and the study of changes over time.
- The ToR needs to define more clearly terms like ‘impact’ and ‘results’. As the study above shows, some critical questions with respect to ‘results’ emerges. Firstly, where goals are more physically perceived achievement tends to be higher, and secondly, aid is often perceived as successful despite overall negative trends. Both questions warrant further scrutiny of how we define and assess results.

### 4.7 Evaluation of Norwegian support to FIFAMANOR, Madagascar

The Norwegian support to FIFAMANOR, the national centre for research and extension services in agriculture and husbandry in Madagascar, amounted to 56.5 million NOK during the programme period that is evaluated. This amounted to 50% of the total running costs of the institution. The Norges Vel has had the overall financial and reporting responsibility to Norad. The overall aim of the Norwegian contribution is to improve the living standards of farmers in the Vakinankaratra region of the High Plateau of Madagascar. The specific programme supported by Norad includes 8 components of different farm inputs which were to be promoted or developed and have the main focus during the implementation.

The ToR specifies that five broad issues are to be covered, which are identical to the DAC criteria – efficiency, effectiveness, relevance, impact and sustainability – all with a range of specific problems to be assessed. However, the ToR confines the methodology for the review to studying programme documents and interviewing key stakeholders. The review is expected to cover an assessment of the programme’s impact and the effects of the long-term support to FIFAMANOR. The ToR further elaborates that the discussion of impacts should include effects at the household, community, institutional and policy levels. Finally, the ToR states that the assessment should cover possible effects on gender, health, nutrition and staff capacity/qualifications, including extension workers. The budget for the study is limited to NOK 530,000 with a time allocation of approximately 3 weeks for fieldwork and 2 weeks for preparation and report writing, all for the Norwegian consultants.

#### How does the report discuss methodology for impact assessment?

There is no discussion about methodology for impact assessment in the report – there is in fact only one sentence about approach: “The methodology used in this evaluation is based on reviewing existing documentation and interviews.”

#### What conclusions are made with respect to impact?

Several impacts or indications of impacts on the people’s living standards from the FIFAMANOR projects are noted in the report:
- “FIFAMANOR has made a valuable contribution to promote milk production in Vakinankaratra. Milk production has also contributed to income diversification and to the development of a private diary industry…. Many of the dairy farmers have increased their standard of living”.
- “… application of new higher yielding varieties developed by FIFAMANOR has contributed to substantially higher yields”.

---

9 These components were 1) grain production; 2) potatoes, sweet potatoes and other tubers; 3) milk production, fodder production and genetic improvement of the livestock; 4) a social programme for the integration of women into productive activities; 5) a competence centre for research related to the above; 6) support to farmers’ organisations; (7) effective use of scientific and technical knowledge; and 8) a training centre for farmers and extension workers.
- “... research and development activities of FIFAMANOR have contributed to improved human nutrition in the region”.
- “The activity with the biggest development impact may be FIFAMANOR’s sale of seed potatoes”.
- “FIFAMANOR’s creation of women and men’s associations have greatly promoted development in the region”.

The report also states that: “Considering the large efforts of FIFAMANOR to assist these groups, there is little doubt that these farmers have strengthened their incomes, capacities, knowledge and practices.” Finally, on the extension component the report states that there were 5400 direct beneficiaries of FIFAMANOR’s efforts, and an additional 500 farmers that were followed up more closely.

**What is the analytical basis for these conclusions?**

There is no analytical basis in the evaluation report for the conclusions stated above. No attempts to substantiate the assertions are made and the reader may believe that the conclusions are not derived from empirical facts. We may only assume that the claims made above are either from the documents scrutinised or from the stakeholders interviewed.

No attempt is made to assess the magnitude of the input (56.5 million NOK) against any impacts and whether these impacts are in a reasonable proportion to what could have been expected from the perspective of efficiency. It is more disturbing, however, that there is no attempt to give a description of outputs that are relevant for the living standards of the households. The consultants state that “the annual report gives a very good overview over the activities of FIFAMANOR and the same indicators are measured over several years. This gives a good overview of the development of the projects and the results obtained.” However, the consultants’ own report does not contain any such information despite the clear request in the ToR to provide such information, and no substantial information is provided that could have given suggestions of probable impacts on people’s living standard. The report also states that the monitoring and evaluation system developed for FIFAMANOR does not provide sufficient information to assess the impact of the project on the living standards of the project beneficiaries. This was perhaps why the ToR specified that it was the consultant’s task to discuss the impacts.

The importance of taking the response of the market into account is illustrated in the FIFAMANOR study. Much of the support has been used to stimulate the production of milk in the district, but the milk producers are now complaining about the low prices of milk and cows. Hence, if the support to milk production has driven prices down, it is evident that those milk producers that are not receiving support would be worse off from the intervention. From the figures in the study, there are 10 000 households with milk cows in the district, but the consultants do not come up with figures on how many of these have received support from FIFAMANOR, what type of support and how it has impacted on the relevant markets (and in turn on living conditions for beneficiaries and non-beneficiaries).

Under the time frame of the study, it is not possible to cover all five issues raised in the ToR in a thorough manner. Hence, our discussion of one of the issues of this study, i.e. the “relevance and impact” component, must be seen in light of the limited time at the evaluators’ disposal. Moreover, based on the methodology section of the ToR it is not surprising that there is no analysis of any impact of the support to FIFAMANOR on living conditions in the district. This implies that our findings are also relevant for the commissioning body.

**Lessons**

Summing up, it is the study team’s opinion that the review would have been substantially improved within the resource frame specified in the ToR by

- providing data on the outputs of the programme components;
- relating these to the resources that had been used, and
- discussing the likely impact of these outputs on the living standards of both beneficiaries and non-beneficiaries of the project. For example, what was the economic value of the support to the average milk producer and did this support come as an investment so that it also contributed to an improved living standard in the longer run?
However, if the aims of the ToR with respect to “assessment of programme impact” (p. 31) were to be fulfilled, then a substantially different approach should have been taken. The methodology section should then have included primary data collection with the aim of assembling household data on beneficiaries and non-beneficiaries to construct a counterfactual. This would have required a substantially larger budget for the assessment. Hence,

• the aims of the ToR with respect to impact evaluation must be coupled with adequate resources for conducting the study, and
• the methodology must be specified according to this aim.
5. Practical Recommendations for Impact Evaluations

Building on the presentation of methodological challenges (Section 2) and the seven cases reviewed (Section 4) what follows below is our attempt to distil practical recommendations for both commissioning agencies and evaluators.

The ToR must be internally consistent
The ToR must be internally consistent to avoid differing interpretations of the assignment. The study team finds that this was not the case for several of the evaluations reviewed, and we see the need for a more rigorous use of terminology with a precise definition of the key concepts employed. This implies doing more than referring to the DAC Guidelines, and also requires a critical discussion, while preparing the ToR, as to whether all dimensions of an evaluation can realistically be included. This goes in particular for ‘impact’.

It is of particular importance that the methodology section is clear and concise as for many evaluations this will be decisive for what kind of evaluation is conducted and hence what type of analysis is undertaken. The methodology section should be concrete on the particular methodologies to be used and specify whether qualitative and quantitative approaches should be applied, what type of quantitative and qualitative methodology is acceptable – primary or secondary data, descriptive versus analytic, reliance on literature in the assessment etc.

If the ToR is internally inconsistent, the evaluator should pay close attention to the methodology section in light of the resources provided for the evaluation. Where the ToR asks for an impact evaluation but confines the methodology to stakeholder interviews within a narrow budget frame, it must be noted that this will seldom be sufficient for an evidence-based assessment. Where there is a mismatch between the ToR’s overall goals, scope, concrete issues to be covered, methodology and budget, the exact intentions of the study should be clarified before the evaluation takes place. We acknowledge that where procurement guidelines require public tendering this might pose a problem, and hence commissioning agencies should seek advice on methodology prior to finalising the ToR.

In cases where the ToR concretises the intended impacts which the study is to assess, it should also ask for an assessment of unintended effects.

It is notable that few robust aid impact evaluations have been carried out by Norwegian research institutions and consultancy firms during the review period 1996-2007. Furthermore, where impact is included there is a tendency to cover a wide range of aspects. The necessary resources for investigating impacts according to the aims of the ToR are mostly not provided, which in turn yields a superficial treatment of the impact evaluation components of the study. We recommend that commissioning bodies should limit the number of impact evaluations, and rather provide an adequate budget for studies which are to assess impact. One lesson from this review, however, is that it is possible within a reasonable budget to design and implement an impact evaluation of acceptable quality.

Provide a strong analytical basis for conclusions on impacts

On theory
Developing a theory, or a logical chain, on how the programme is expected to impact on the participants and non-participants can give important pointers to where the evaluator should focus resources for studying impacts. A good starting point for this work would be to conduct a workshop with key participants (clients, non-clients, programme staff members, donors, local authorities etc.) in order to spell out the expected sequences from inputs to impacts (see Figure 1 above) and the distribution of these impacts across different groups of beneficiaries (youth, women, poor, disabled, entrepreneurs, educated etc.). The same requirements for
building theoretically formulated hypotheses regarding impacts apply also to institutional impacts, i.e. where the aid is intended to increase skill levels, efficiency, innovation etc.

**On methodology**

For evaluations where the purpose is to assess the impacts of a specific programme assigned exclusively to certain observable units such as individuals, households, villages or regions, it is necessary for the evaluator to construct a counterfactual. This involves the collection of data from both beneficiaries and non-beneficiaries, or the use of secondary data if these are appropriate for the particular research question, or ideally, to use both data sources to cross-check results.

The ideal situation is where there is reliable baseline information – i.e. pre-intervention information on key characteristics of beneficiary and comparison groups. Unfortunately, this is usually not the case.

Even without baselines, data collection for impact evaluation can be greatly improved if:

- The programme beneficiaries interviewed are randomly selected from the total population of programme beneficiaries (drawn randomly from lists prepared by the administrators of an intervention).
- A comparison group for interviews is randomly selected from non-beneficiaries, excluding ex-beneficiaries. However, if programme beneficiaries were selected in a manner so that the characteristics of this group also influenced programme impact, then the comparison group must be selected so that these particular characteristics are similar for the two groups.
- It is important to identify and include ex-beneficiaries in analysing unintended effects of the programme.
- Contextual factors are controlled for through participatory approaches.
- The sample size of the data collected is sufficient for statistical analysis to be performed. Determining sample size and performing the statistical analysis requires specific knowledge of the relevant methodologies.
- The evaluators should look for alternative and simpler indicators where more complicated ones cannot be made available – e.g. use assets and quality of housing as indicators of well-being rather than income and consumption data.

This approach is strengthened by making use of qualitative information, for example to discuss whether the comparison group is similar to the beneficiary group. It is important to validate the aggregated results of a quantitative analysis through participatory methods. Hence, the best result is probably obtained by triangulation of methodologies.

Furthermore, potential selection biases may have to be addressed. One approach is to match beneficiaries and non-beneficiaries along a range of different characteristics. This approach deals with the selection problem in cases where unobserved beneficiary characteristics are likely to influence programme impact and it is difficult to find indicators for these characteristics. The issue is to find a comparison group that is as similar as possible to the beneficiary group.

We have found that impact evaluations generally provide rudimentary documentation of the data being used. There is evidently a trade-off between decision-makers’ and bureaucrats’ appeal for short and crisp reports and principles for scientific documentation, but we want to emphasise that displaying descriptive statistics improves the transparency of the methodological approach.

**Keep an eye on unintended effects**

The design of the evaluation should take into account unintended effects both for beneficiaries and for non-beneficiaries and former beneficiaries. Impacts that work through the market may encompass both intended and unintended impacts and may be important to the assessment of the programme’s overall impacts.

**Ensure the right evaluation competency**

We would like to emphasise that impact evaluation is a discipline that requires specific knowledge about programme evaluation methodology in addition to advanced analytical skills.
This implies that all impact evaluations should be subjected to a peer review in order to bring an independent perspective to bear on assessing to what extent the commission has been fulfilled and to review the methodological approach used.

**Timing**

When can one expect the full impacts to emerge? The evaluator and the commissioner should draw on experiences of other similar programmes, both from evaluations and project documentation, to find out when one can expect specific impacts to emerge and the trajectory of the impacts. This may be important as the timing of the evaluation may not be in accordance with the emergence of the full effects.

The best impact evaluations are designed and implemented side-by-side with the programme itself.
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